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Abstract

Data-driven storytelling has gained prominence in journalism and other data reporting fields. However, the process of creat-
ing these stories remains challenging, often requiring the integration of effective visualizations with compelling narratives to
form a cohesive, interactive presentation. To help streamline this process, we present an integrated authoring framework and
system, DATAWEAVER, that supports both visualization-to-text and text-to-visualization composition. DATAWEAVER enables
users to create data narratives anchored to data facts derived from “call-out” interactions, i.e., user-initiated highlights of
visualization elements that prompt relevant narrative content. In addition to this “vis-to-text” composition, DATAWEAVER also
supports a “text-initiated” approach, generating relevant interactive visualizations from existing narratives. Key findings from
an evaluation with 13 participants highlighted the utility and usability of DATAWEAVER and the effectiveness of its integrated
authoring framework. The evaluation also revealed opportunities to enhance the framework by refining filtering mechanisms
and visualization recommendations and better support authoring creativity by introducing advanced customization options.

CCS Concepts
• Human-centered computing → Visualization systems and tools; Interactive systems and tools;

1. Introduction

Data-driven storytelling, a blend of visualization, interactivity, and
narrative techniques, serves as a powerful medium for effectively
communicating complex data insights, engaging the public, and
delivering clear and actionable information [RHDC18, LRIC15,
FS23]. By transforming data into compelling and often interactive
narrative visualizations [SH10, HD11], data journalists make com-
plex insights both understandable and impactful.

Despite its potential, authoring data-driven stories poses an in-
terdisciplinary challenge, requiring a combination of skills in data
analysis, visualization, and narrative writing [RHDC18, LRIC15].
Prior work has introduced tools to streamline the process, sup-
porting chart creation and annotation, identifying data facts, and
storytelling. Yet, the diversity in authors’ skillsets and workflows,
coupled with the complexity of the process [LRIC15], poses chal-
lenges to achieving an efficient and integrated authoring experi-
ence. First, composing data-driven narratives is often a tedious and
error-prone process, requiring manual transcription of data into tex-
tual facts and, in turn, transforming these facts into coherent narra-
tives [CX22, FGB∗24]. Second, current authoring tools typically
follow a unidirectional ‘data-first’ workflow, offering limited entry
points for traditional authors who often begin with a narrative per-
spective and then seek data to refine and expand their story [FS23].
Third, the storytelling process involves context-switching between

data analysis, visualization creation, and narrative writing, making
it challenging to achieve a cohesive and integrated experience.

Drawing from a formative study with domain experts and ex-
isting work, our work proposes a framework (Figure 1) for an in-
tegrated visualization-text composition for data-driven storytelling,
implemented in a system, DATAWEAVER. The system supports vis-
to-text composition by incorporating deictic referencing through
chart interactions, enabling users to create charts, highlight visual
elements, and anchor Large Language Model (LLM)-based narra-
tives to selected data facts, ensuring the narratives are aligned with
the authors’ intent. Complementing this approach, DATAWEAVER

also enables text-to-vis composition by recommending and generat-
ing interactive visualizations based on selected text, helping authors
jumpstart relevant data exploration. This dual approach addresses
distinct but complementary needs; vis-to-text helps ground narra-
tives in accurate, data-driven insights, reducing manual transcrip-
tion and error, while text-to-vis supports narrative-first workflows,
particularly valuable for authors with limited data expertise by pro-
viding tailored visualization recommendations driven by text. We
evaluated DATAWEAVER’s utility and usability with 13 participants
and conducted a week-long diary study with 5 of them. Participants
provided valuable feedback for refining the system, particularly re-
garding the data facts filtering mechanism, chart recommendations,
and customization options.
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2. Related Work

Our work draws on research in data-driven storytelling, chart and
dashboard authoring, and natural language interfaces, contributing
to the broader goal of effectively communicating data insights.

2.1. Data-driven Storytelling and Narrative Visualization

Data-driven storytelling has gained prominence as a visualiza-
tion and HCI research focus, with prior work addressing key
aspects such as insight discovery [FS22, WSZ∗20, SXS∗21],
streamlining the authoring process [SH14, CX22, SBL21, SS23b,
CVTH21, LZK∗22], diversifying presentation mediums [LKS13,
ARL∗16, BRCP17, CECX23, SZZW24, SKH∗23], exploring the
design space [YXL∗22, LWS∗22, LSW∗21], and developing tax-
onomies and frameworks [LWQ24,CLA∗20,ZE23,CTL∗18]. With
the recent rise in LLMs, a key focus has been on integrating AI
technologies into storytelling tools, harnessing the complementary
strengths of both humans and AI [LWQ24]. Our work aligns with
this direction, placing particular emphasis on facilitating a more
efficient, fluid, and accurate authoring experience.

Several tools focus on bridging the gap between complex
data analysis and accessible storytelling. For example, Ellip-
sis [CRS∗14] facilitates narrative visualization through user-
specified transitions and annotations, while Idyll Studio [CVTH21]
provides a structured environment for authoring interactive articles
that integrate text and visualizations. These tools, however, largely
focus on pre-defined workflows, limiting flexibility for iterative or
exploratory storytelling. Kori [LZK∗22] offers an interactive plat-
form for synthesizing text and charts, enabling users to create co-
herent narratives by effectively combining these elements. Cross-
Data [CX22] enhances this capability by leveraging connections
between text and data, streamlining the authoring process of data
documents. Similarly, VizFlow [SBL21] supports dynamical lay-
outs by leveraging text-chart links. However, bidirectional author-
ing support in these tools is limited to basic linkages between ex-
isting text and charts, lacking mechanisms to dynamically generate
context-specific insights by leveraging their inherent connections.

The introduction of block-based approaches, such as DataParti-
cles [CECX23], adds another dimension to storytelling by en-
abling dynamic and animated data representation. The exploration
of LLMs in tools, such as DataTales [SS23b] further pushes the
boundaries of narrative generation, though it presents challenges
with scalability and accuracy with respect to the generated sum-
maries. Charagraph [MMCV23] facilitates real-time annotation
and narrative generation by allowing users to create interactive
charts within data-rich paragraphs, enhancing the narrative pro-
cess. Meanwhile, ChartAccent [RBL∗17] provides tools for an-
notating data visualizations, enabling users to highlight key in-
sights and make data stories more comprehensible. Automation
also plays a crucial role in advancing data-driven storytelling. Cal-
liope [SXS∗21] automates the generation of visual data stories from
spreadsheets, translating raw data into narrative presentations. No-
table [LYZ∗23] streamlines the storytelling process within compu-
tational notebooks, allowing for the seamless integration of narra-
tives with analytical workflows. Lastly, Erato [SCC∗23] introduces
a collaborative aspect by enabling cooperative editing of data sto-

ries through fact interpolation, facilitating a shared narrative con-
struction process among multiple users. Although these tools ad-
vance the capabilities of data-driven storytelling, they often focus
on the linear conversion of data into stories. Our work further en-
hances the storytelling process by employing a novel framework
that integrates both vis-to-text and text-to-vis workflows.

2.2. Chart and Dashboard Authoring

In data visualization and dashboard authoring, several tools aim
to enhance the expressiveness of visual presentations. Med-
ley [PSS23] provides intent-based recommendations to support the
composition of dashboards. Data Illustrator [LTW∗18] and Data
Animator [TLS21] augment traditional tools by integrating data
binding functionalities, enabling users to directly link datasets to
graphical elements for dynamic visualization design. Beyond tra-
ditional visualization tools, innovations in data content authoring
further expand the scope of data storytelling. Epigraphics [ZHC24]
introduces a message-driven approach to infographics authoring,
focusing on the narrative elements that drive the creation of in-
fographics and conveying data insights in a more expressive way.
DataInk [XHRC∗18] provides a creative platform for direct data-
oriented drawing, allowing users to create visualizations through
an intuitive drawing interface. By focusing on creativity and direct
manipulation of data, DataInk enables users to explore and present
data in innovative and personalized ways. These authoring tools of-
ten focus on either visualization or narrative as the starting point;
however, DATAWEAVER enables dynamic transitions between vi-
sualization creation and narrative development, anchoring narra-
tives to data facts and visualization recommendations.

2.3. Natural Language Interfaces

The development of natural language interfaces (NLIs) [SBT∗16,
DMN∗17, GDA∗15, SS18] has enabled users to engage with data
through conversational interactions, simplifying complex visual
analysis by enabling natural language queries to explore and in-
terpret data. NL4DV [NSS21] maps natural language queries to
JSON-based analytic specifications with data attributes, tasks, and
Vega-Lite visualizations. Voder [SDES19] enhances data interpre-
tation by making textual data facts interactive for exploring al-
ternative visualizations. FlowSense [YS20] integrates natural lan-
guage processing with visual data exploration, allowing users to
construct and modify visualizations via conversational input within
a dataflow system. BOLT [SS23a] enhances dashboard authoring
by allowing users to create and modify dashboards using conversa-
tional interactions, minimizing the need for manual configurations.
While existing tools for data-driven storytelling, chart authoring,
and natural language interfaces offer various capabilities, they often
lack a fully integrated approach that supports fluid transitions be-
tween data and narrative. Many focus on either visualization or nar-
rative as the primary entry point, limiting the flexibility of authors
in switching between different modes of creation. DATAWEAVER

addresses these gaps by providing a bidirectional storytelling envi-
ronment that supports both data-first and text-first authoring modes.
The system provides a novel, flow-based, zoomable interface that
enables navigation between visualizations and narratives, support-
ing the integration of data and text during the storytelling process.



Y. Fu, D. Bromley & V. Setlur / DATAWEAVER: Authoring Data-Driven Narratives through the Integrated Composition of Visualization and Text 3 of 12

3. Understanding the Challenges in Data-driven Storytelling

Prior research highlights the complexity of data storytelling, which
often involves iterative data exploration, the composition of text
and visuals, story arrangement, and final presentation [LRIC15].
Our work aims to help streamline this process by integrating vi-
sualization and text authoring into a cohesive workflow. To un-
cover key obstacles in achieving this integrated experience, we con-
ducted a formative study involving a data story authoring exercise
and post-study interviews with five professional visualization prac-
titioners (P′

1–P′
5) recruited via our organization’s mailing list. All

participants self-identified as experts with extensive experience in
creating visualizations and data-driven stories. In the authoring ex-
ercise, we asked participants to explore data and uncover insights
using multiple interactive visualizations, preferably their own cre-
ations; for those who did not have their own creations, we pro-
vided a curated list of visualizations sourced from Tableau Pub-
lic [tab] and The New York Times [NYT] (included in supplemen-
tary material). They presented their findings by capturing screen-
shots, drafting textual narratives, and adding annotations to create
a cohesive presentation. Throughout the process, we encouraged
participants to think aloud and share their reasoning. Each session
lasted 30–40 minutes, followed by a 10–15 minute semi-structured
interview. The study allowed us to observe authoring processes,
generate artifacts for analysis, and gather feedback on interaction
methods, challenges, and perspectives on AI integration. Sessions
were recorded and transcribed, and the generated stories were col-
lected using Google Slides. From our observations, transcripts, and
collected stories, we identified the following key findings:

F1. Pre-computed data facts can be helpful. Three participants
expressed a desire for pre-calculated data facts describing statis-
tics computed from relevant data points as they interacted with vi-
sualizations. P′4 noted, “Having some words already available to
be plugged in without writing the calculation, like the percentage
change, would be fantastic.” P′3 concurred, expressing a desire for
the calculation of the “absolute value” of an increasing trend.

F2. Challenges in manual data transcription from visualizations.
Four participants highlighted the challenges of manually transcrib-
ing numerical data from visualizations into text. P′4 described this
as “[The hardest part] was getting some of the numbers from the
visual into the text...so I had to go back and forth.” This issue is
exacerbated when values are not directly visible, requiring interac-
tions like hovering to reveal them. For instance, in a chart showing
score differences, P′1 needed the exact value (e.g., 25-point lead)
to write an accurate narrative.

F3. Concerns regarding direct input of raw data to AI. While
three participants showed a strong willingness to use AI, particu-
larly LLMs for data narrative composition, four participants voiced
significant concerns about feeding raw datasets directly to AI. They
cited concerns over accuracy of generated narratives and data se-
curity, emphasizing their reluctance to expose sensitive data to AI.

F4. Narrative-guided exploration as an authoring strategy. We
observed that authors working with familiar datasets or topics often
adopt a narrative-driven approach—rather than engaging in open-
ended data analysis, they begin with a specific storyline in mind,
actively seeking data points or visual facts to substantiate or re-
fine their narrative. For instance, P′

1, while exploring sports data,

already had a clear narrative direction based on their personal ex-
perience of watching a specific game; they intentionally identified
data facts to enrich and help validate their pre-existing narrative.

Design Goals: Drawing from these key findings and prior re-
search [LRIC15, CX22, FS23], we distill five design goals for de-
vising an integrated authoring framework to help streamline both
visualization and text composition in data-driven narratives:

• DG1. Provide accurate data insights/facts that align with user intentions.
• DG2. Streamline data transcription and narrative composition.
• DG3. Prevent the direct input of raw datasets into LLMs.
• DG4. Enable narrative-driven visual data exploration.
• DG5. Foster a seamless and cohesive authoring experience.

4. DATAWEAVER System

4.1. An Integrated Framework for Visual-Text Composition

To achieve our design goals, we propose an integrated framework
(Figure 1) for data story authoring, which combines two composi-
tional approaches: vis-to-text and text-to-vis.

Vis-to-Text Composition addresses design goals DG1 and DG2
by facilitating narrative generation anchored to authors’ intended
insights and accurate data facts. Specifically, we propose the fol-
lowing approach. First, we allow users to specify visual elements of
interest through chart interactions. These interactions enable de-
ictic referencing by highlighting elements to indicate that the el-
ements form the focus of the discussion. Second, we rely on al-
gorithms to compute descriptive statistics and data facts for the
highlighted data points through an intermediate data fact layer, en-
suring accurate and efficient computation by delegating tasks to al-
gorithms instead of LLMs. The feature also enables users to select
relevant data facts to enhance narrative relevance and anchors gen-
erated narratives to a defined set of data facts to improve accuracy.
Finally, we leverage LLMs to generate narratives anchored to the
selected data facts. By weaving pre-computed data facts into nar-
rative text, we address challenges such as restricted context length,
limited numerical precision, and difficulties with complex data op-
erations, avoiding the need to feed raw data directly into LLMs,
fulfilling DG3, and offering an additional layer of privacy control.

Text-to-Vis Composition addresses DG4 by introducing text as
an alternative starting point for data story creation. A common chal-
lenge in storytelling is the need to create visualizations to support
further analysis or to expand existing narratives. By simplifying
this process, we aim to streamline authoring and reduce the burden
on users with limited data expertise. To achieve this, the generation
of relevant visualizations from text requires a degree of inter-modal
semantic mapping. However, the free-text nature of DATAWEAVER

was not amenable to a strictly structured parsing approach. Given
these design considerations, we leverage LLMs as a pragmatic so-
lution, offering a reasonable balance between semantic interpreta-
tion and free-text comprehension. While not without limitations,
we found that LLMs provide an effective means of suggesting rel-
evant analyses and generating chart specifications under the con-
straints of unstructured textual input. This approach also comple-
ments vis-to-text composition, as the resulting interactive visualiza-
tions can serve as new starting points for further data exploration
and narrative development. Together, these bidirectional workflows
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Figure 1: The integrated framework underlying DATAWEAVER. The interface is detailed in Figure 2. The purple-colored flow shows the
Vis-to-Text composition (Figure 3). The teal-colored flow demonstrates Text-to-Vis composition (Figure 4)

create a ‘boomerang-like’ loop, enabling a seamless and iterative
authoring experience that addresses DG5.

4.2. Callout Taxonomy

Given the extensive range of statistics and data facts that can be
derived from a dataset [SXS∗21], a key challenge for our proposed
framework lies in striking a balance between providing users with
granular control to define ‘what is salient’, while minimizing their
cognitive effort in identifying and selecting relevant data facts.

Achieving this balance requires an effective mechanism for
computing and organizing data facts—one that clarifies user in-
tent and generates a focused list of insights based on interac-
tions. User intent behind interactions has been studied across var-
ious contexts [YKSJ07, SH24], such as analysts’ selection be-
haviors in scatterplots [GGC∗21] and annotations in grouped bar
charts [RQSR24]. We extend this understanding by examining in-
tent behind “calling out” visual elements, i.e., “When users high-
light data points in a chart, what insights or facts are they likely
to incorporate into their narrative or discussion?” We developed
a preliminary Callout Taxonomy (Table 1) as a theoretical guid-
ance for more relevant data facts generation and their effective or-
ganization. Drawing from prior literature on visualization interac-
tion [AES05,YKSJ07], data facts and insights [WSZ∗20,SXS∗21],
and analytical intent [GGC∗21, SH24], we posit that the intended
data facts are associated with the chart type and interaction type
that users engage with. In this context, we define Callout Interac-
tions as user actions that highlight specific data points in a visu-
alization, Callout Intent as the motivation behind such highlights,
and Callout Data Facts as the insights derived from these inter-
actions. We selected a set of exemplary chart types, both standard
and advanced, and curated a list of callout interactions for each,
drawing from popular visualization tools/libraries, and prior re-
search [HAW08]. Two authors collaboratively developed the cor-

responding callout data facts: one created the initial coding, while
the other independently generated a separate set. The lists were iter-
atively refined into a final taxonomy, extendable to additional chart
types, interactions, or even compounded and chained interactions.

Chart Interaction Callout Data Facts

Scatterplot

Area Selection
(2-D Brush)

Summary statistics∗, Frequency∗, Group vs. Global (stats),
Rank∗, Values∗

Discrete Selection
(Click)

Values∗, Outliers∗, Rank∗, Summary statistics∗, Group
vs. Global, Frequency∗

Group Selection
(Legend Click)

Summary statistics∗, Frequency∗, Rank∗, Group vs.
Global (one group selected), Group vs. Group (multiple
groups), Outliers∗, Values∗

Add Trendline Correlation between variables, Trendline

Bar Chart

Discrete Selection
(Click)

Values∗, Rank/Extreme∗, Difference∗, Summary
statistics∗

Category Selection
(Legend Click)

Summary statistics∗, Frequency∗, Rank∗, Group vs.
Global Difference, Group vs. Group Difference, Outliers∗,
Values∗

Area Selection
(1-D Brush)

Summary statistics∗, Frequency∗, Rank∗, Group vs.
Global (one group), Values∗

Line Chart

Timeframe Selection
(Brush)

Trend∗, Start/end time∗, Extreme points∗, Range∗,
Difference∗

Line Selection
(Legend Click)

Trend∗, Compare selected lines∗, Compare selected to oth-
ers

Temporal Point
Selection (Click)

Value/Rank for individuals, Compare selected date, Ana-
lyze position relative to trend

Stacked
Bar Chart

Subcategories Selec-
tion (Legend Click)

Comparison/relation/joint contribution, Joint relationship to
others, Comparison to each other, Compare individuals to
group

Segments Selection Proportions, Compare individual proportions

Donut/Pie
Chart

Discrete Selection
(Click)

Proportional values, Compare selected proportions, Com-
pare sum proportion to total

Sunburst
Discrete Selection
(Click)

Proportional values, Compare relative proportions, Com-
pare/aggregate hierarchical proportions

Chained Selection
(Double-click) Chained proportion

Table 1: Callout Taxonomy categorizes chart types, their corre-
sponding callout interaction types, and the associated callout data
facts. A ∗ denotes a calculation implemented in DATAWEAVER.
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Figure 2: An overview of DATAWEAVER’s interface. The Authoring Canvas A is a flow-based, zoomable interface where users can add
vis-nodes ( V ) using a visualization engine and text-nodes ( T ), as well as edges to connect them. The Insight Cart B is used for insight
management while the Review Page C allows users to reorder the story and convert the story pieces into different presentation formats.

4.3. User Interface

Building on this taxonomy, we integrated its principles into
DATAWEAVER to inform the design and functionality of the sys-
tem’s interface (Figure 2) and core features. The frontend is built
with React and uses D3.js for rendering interactive visualizations.
DATAWEAVER’s backend, built with Python Flask, handles server-
side logic and API requests, utilizing GPT-4o as its LLM along with
other libraries for text generation, semantic parsing, and various
computational tasks. The interface comprises three major compo-
nents: a flow-based Authoring Canvas (Figure 2-A) for composing
visualizations and text, an Insight Cart (Figure 2-B) for managing
insights, and a Review Page (Figure 2-C) for refining the story and
previewing the final visual data narrative in multiple formats.

Authoring Canvas (Figure 2-A): The authoring canvas allows
users to add two types of nodes: visualization nodes (vis-nodes) and
text editor nodes (text-nodes). Edges connect these nodes, defining
their relationships and flows.

• Nodes: Users can add various types of interactive visualizations
as vis-nodes. DATAWEAVER fundamentally supports interactive vi-
sualization creation by leveraging a visualization engine powered
by D3.js. Users can upload and manipulate datasets (e.g., filtering),
select the chart type, and specify the attributes that determine the
chart’s visual encodings. The chart types supported are congruent
with Table 1. The embedded visualizations are interactive, featur-
ing tooltips and corresponding callout interactions. Text-nodes pro-
vide a straightforward, rich text editor for narrative composition,
along with widgets for additional text manipulation. Users can also
move, zoom, resize, duplicate, and remove nodes from the canvas.
• Edges: Edges help specify the flow of data facts generated by
chart interactions. For example, if vis-node-1 and vis-node-2 both

have edges directed to text-node-3, the data facts provided by these
two visualization nodes will collectively contribute to the text-
node. Users can reuse the data facts from the same nodes to drive
different text-nodes. This mechanism aims to assist users in man-
aging story content and flow, especially when composing a data
story that involves multiple sets of data facts and visualizations.
Datasets bound to vis-nodes will also automatically serve as source
data for visualization recommendations. Similarly, users can serve
the datasets as data tables without specifying the chart.

Insight Cart (Figure 2-B): The insight cart, like a “shopping
cart,” acts as a temporary repository to store facts for “checkout,”
i.e., integration into a data story. Each node has its own insight cart.

• Vis-nodes’ Insight Carts: Insight carts associated with vis-
nodes contain insights (e.g., descriptive statistics or data facts) de-
rived from users’ callout interactions. These insights are displayed
as clickable tables and grouped checkboxes, allowing users to make
selections. The selected data facts automatically flow into the in-
sight carts of downstream text-nodes.
• Text-nodes’ Insight Carts: Insight carts associated with text-
nodes consist of two segments: a data-facts segment, which dis-
plays grouped data facts from upstream vis-nodes, and a visual in-
sights segment, which suggests recommended visualizations.

Review Page (Figure 2-C): During or after composing the data
story, authors can utilize the review page to adjust the order of the
content and preview the final output in various forms. The adjust-
ing mode automatically processes text from different nodes into a
nested structure, enabling efficient restructuring of both the narra-
tive and the linked visualizations. The previewing mode allows for
a preview of the final product in common narrative visualization
formats: continuous page, scrollytelling, and stepper.
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Figure 3: Demonstration of Vis-to-Text composition workflow. After users apply callout interaction to visualization (S1), DATAWEAVER

computes the data facts and presents (S2) them in the insight cart. Users then select desired data facts (S3). An LLM then generates data
narratives (S4) based on the selected data facts and metadata. Users can revise the generated narratives using the buttons (S5).

4.3.1. Vis-to-Text Composition Workflow

The vis-to-text composition starts with a created visualization and
follows an interact-compute-select-generate-revise workflow with
users, algorithms, and LLM collaboratively handle respective steps:

S1. User interacts with charts to highlight visual elements: In
each visualization node, users initiate callout interactions to select
visual elements, prompting the system to retrieve and dispatch a
package with the data subset, metadata, and interaction details. This
metadata is divided into three categories: data metadata, containing
attribute names and value types; chart metadata, which captures
visual encodings like color, size, and tooltip content (e.g., mapped
variables or identity variables like a country’s name); and interac-
tion metadata, which varies depending on the chart and interaction
type. For instance, brushing a scatterplot captures a 2D spatial se-
lection with coordinate ranges [x1,y1] to [x2,y2] and value ranges
[xValue1,yValue1] to [xValue2,yValue2].

S2. Algorithms compute and organize data facts: Upon receiv-
ing the ‘callout package,’ DATAWEAVER’s backend, following Ta-
ble 1, first computes the relevant statistics following the taxon-
omy and converts the computed values into a statistical table or
template-based data facts, such as “95.24% of the selected data
points have the attribute continent = Africa”, or “Gabon is an out-
lier in lifeExp.” These data facts are presented in the vis-nodes’
insight cart. To manage this potentially extensive list of data facts
and reduce users’ cognitive load, DATAWEAVER categorizes them
based on derived callout intents and applies sorting mechanisms to
the list. The data facts are organized hierarchically in a nested struc-
ture: Fact Types ▷ Attributes ▷ Data Facts. The Fact Type layer or-
dering is guided by both our taxonomy and the goal of maintaining
UI consistency. For example, the statistical table is always placed at
the top to ensure uniformity across the interface, and the Frequency
category is positioned above the Rank category when brushing a
scatterplot. The Attribute layer does not adhere to a specific or-
dering scheme. However, to reduce the computational load from
handling numerous attributes and ease users’ cognitive load when
reviewing data facts, DATAWEAVER processes only the attributes
of interest, i.e., variables that are visually mapped and explicitly se-

lected by the user. Within each list, Data Facts are sorted based on
their ‘significance’ or ‘interestingness,’ a method frequently used
by recent studies [SDES19, SXS∗21]. DATAWEAVER utilizes be-
spoke sorting algorithms tailored to specific fact types, aiming to
promote the most ‘significant’ data facts within each category. For
example, when brushing over the lower quadrant of a scatterplot
visualizing life expectancy against GDP per capita, DATAWEAVER

surfaces data facts, such as “93.18% of them are African countries”
but “none of them are European countries” in the Frequency ×
Continent category. DATAWEAVER then sorts these frequency data
facts by calculating weighted scores, taking into account normal-
ized differences, ratios, and entropy, while prioritizing significant
deviations and prominence within the subset. The detailed sorting
mechanism and explanations are in the supplementary materials.

S3. User selects data facts: Users click on the statistical table cells
or checkboxes to select individual or grouped data facts they want
to include from each visualization node. The selected data facts are
then streamed to the subsequent text-nodes, where they appear in
the corresponding insight cart in a nested format.

S4. LLM generates data narratives: The narrative generation can
be triggered by the user pressing the Tab key. The selected data
facts are then fed to the LLM, along with the preceding context and
metadata, organized into a prompt template. The prompt template
encapsulates both a generic template and chart-specific templates.
The generic template offers a structured approach to understanding
the visualization and its context. The specification includes steps
such as recognizing the visualization type, examining the article
context, and synthesizing data facts into a coherent narrative. The
type-specific templates provide tailored guidance and context. For
example, brushing interactions provide the range of the brushed
area versus the full axes range. A pseudo prompt is as follows:

• Understand the visualization: chart type, chart metadata
• Consider the context: “preceding text content”
• Consider the callout interaction: interaction metadata
• Focus on these data facts: [“data fact 1”...].
• Synthesize information and write a narrative based on the data facts.

Users can decide to accept or reject the generated narrative.
Prompt templates are available in the supplementary materials.
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S1 S4 S5Select Text
� Generate JSON spec�
� Create interactive visualizations



Generate Visualizations Select Visualization
� Add to Authoring Canva�
� Repeat Vis-to-Text Composition

S2 Process Source Datasets
� Attribute names/type�
� Random sample dataset


S3 Recommend Chart
� Interpret selected narrativ�
� Recommend visualization

Focusing on drama and action movies

GPT-4o

GPT-4o

Visualization

Engine

Figure 4: Demonstration of Text-to-Vis composition workflow. Users first type or select text to focus (S1), and DATAWEAVER retrieves and
processes the datasets from upstream nodes (S2). An LLM then interprets the text and metadata and recommends relevant charts (S3). Based
on the charts’ types, LLM then generates JSON specifications that contain both data operation and visualization schemas used to create
interactive charts (S4). Users finally review the generated charts and add desired ones as new vis-nodes (S5).

S5. User and LLM revise the generated data narrative. After
accepting the initial narrative, users can either manually revise it or
use the LLM for further refinement. They can select any part of the
generated text and prompt the LLM to revise it. DATAWEAVER of-
fers three shortcut buttons (shorten, expand, regenerate) and a text
instruction window for direct prompting. The pre-defined or user-
specified instructions will be integrated into a new prompt along-
side the generated content and the original prompt to ensure that
the new content accurately aligns with the data facts.

4.3.2. Text-to-Vis Composition Workflow

DATAWEAVER utilizes LLMs to understand and infer contextu-
ally relevant information, enabling authors to expand their nar-
ratives using relevant information from the data. Additionally,
DATAWEAVER leverages LLMs’ semantic parsing capabilities to
provide a well-structured JSON specification that can be used for
data operations and visualization generation [FGB∗24].

S1. User selects or types text to focus. In a text node, users first
select any portion of the existing text of interest, or they can type
new sentences. For example, an author might focus on a specific
region of Africa and type “Countries in North Africa...” They then
select this segment and click the Recommend Visualization button.

S2. Algorithm processes the datasets. DATAWEAVER simultane-
ously retrieves all the underlying datasets from upstream nodes as
reference data and dispatches them for further processing, e.g., ex-
tracting attributes, aiming to provide an overview of the available
datasets without uploading the entire dataset.

S3. LLM interprets the narrative and recommends relevant
charts for analysis. The selected text from S1 and attribute names
from S2 are fed into the LLM. The prompt guides the LLM to first
interpret the available datasets using processed information from
S2 and then to recommend analyses and visualizations for the se-
lected text. For example, providing the narrative, “Women’s par-
ticipation in the Olympics has increased over time” alongside a
dataset of athlete counts by gender across Olympic history prompts

the LLM to suggest analyses, such as the percentage of genders
over the years, and a line chart to support the analysis.

S4. LLM generates JSON specifications for data operation
and visualization generation. Based on different chart types,
DATAWEAVER prompts the LLM to generate a JSON specifica-
tion for the data operations (e.g., filtering, aggregation) and visu-
alization creation. Under the hood, DATAWEAVER uses a JSON
schema tailored for D3 to render different visualizations. For ex-
ample, a scatterplot requires numerical xAttr and yAttr as
mandatory inputs, while other attributes (e.g., colorAttr) are
optional. The LLM leverages these schemas to generate corre-
sponding JSON specifications, allowing DATAWEAVER to create
visualizations with integrated callout interactions, which are then
displayed in the visual insight section of the text-node’s insight cart.

S5. User selects generated visualizations. Eventually, users re-
view the recommended charts and, by clicking an ‘add’ button, se-
lect those they wish to incorporate into the canvas as new visual-
ization nodes. These new nodes are now available for interaction,
data-fact generation, and narrative inclusion in the same manner as
the existing visualization nodes. The new visualization nodes have
completed the bidirectional loop, allowing users to generate new
data facts and narratives that are relevant to the focused text.

To summarize, DATAWEAVER allows users to initiate the author-
ing process using either Vis-to-Text or Text-to-Vis workflows. In the
former (Figure 3), users begin by creating interactive visualizations
using DATAWEAVER’s foundational chart authoring feature, then
compose data narratives by interacting with the charts and the auto-
matically generated data facts (Figure 2-B). In the latter (Figure 4),
users select the textual narratives they want to focus on, prompt-
ing DATAWEAVER to recommend and generate relevant interactive
charts, thus completing the loop for data-driven narrative compo-
sition. The narrative can be further refined manually or through
the system’s LLM-based revision feature. Finally, the visual-to-text
connections automatically established enable users to rapidly ad-
just the sequence of content and review it in dynamic presentation



8 of 12 Y. Fu, D. Bromley & V. Setlur / DATAWEAVER: Authoring Data-Driven Narratives through the Integrated Composition of Visualization and Text

formats (Figure 2-C). A video showcasing DATAWEAVER’s inter-
activity and features is included in the supplementary materials.

5. User Evaluation

To evaluate the effectiveness and usability of DATAWEAVER and
gather valuable feedback, we conducted a two-part evaluation: a fo-
cused user study, followed by a longitudinal week-long diary study.

5.1. Participants and Study Protocol

Participant Recruitment: We recruited 13 participants (P1–P13)
to evaluate DATAWEAVER. Each received a $20 Amazon gift card
for a one-hour virtual session conducted via Google Meet. Partic-
ipants (6 female, 7 male) self-reported high familiarity with data-
driven stories (8 “highly familiar” and 8 “somewhat familiar”), di-
verse educational backgrounds (6 PhDs, 2 master’s, 4 bachelor’s,
1 other), and job roles (6 data analysts, 4 students, 1 postdoc, 1
data coach, 1 software manager). Five participants took part in a
subsequent diary study, each receiving a $60 Amazon gift card.

User Study: The study comprised four main phases. Participants
began with an Introduction that included a verbal overview of the
study’s background and objectives and a video walkthrough to en-
sure familiarity with DATAWEAVER before proceeding to the tasks.
This was followed by the Reproduction Walkthrough, where par-
ticipants explored DATAWEAVER’s core functionalities by recreat-
ing a visual data story similar to the one shown in the introduc-
tory video. To streamline this process, we provided three precon-
figured visualization nodes and a text node with leading narratives,
and participants were encouraged to ask questions as needed. In
the Open Authoring Exercise, participants created their own visual
data stories using an IMDb movie dataset [IMD24], with the option
to start from four preconfigured charts or build from scratch using
text linked to the datasets. We encouraged them to focus on core
tasks, such as data fact selection, narrative generation, and chart
recommendations, enabling us to evaluate DATAWEAVER’s inte-
grated framework and both composition workflows. Throughout
this task, participants were encouraged to think aloud, especially
when making decisions about visual elements and data facts. Fi-
nally, in the Questionnaire and Post-study Interview, participants
provided feedback on DATAWEAVER through a Likert-scale ques-
tionnaire that included nine utility questions and ten System Us-
ability Scale (SUS) questions [Bro96]. Afterward, a follow-up in-
terview was conducted to gather deeper insights and qualitative
feedback on specific aspects of DATAWEAVER. Detailed materi-
als, including the questionnaire, procedure, scripts, and results, are
available in the supplementary materials.

Diary Study: In the diary study, participants used DATAWEAVER

independently over a week, spending 20–30 minutes each day cre-
ating visual data stories. They took screenshots of their work, doc-
umented their experiences, challenges, and observations in daily
diary entries, and provided feedback on DATAWEAVER’s features,
usability, and workflows. At the end of the week, participants
shared overarching reflections and recommendations for enhancing
DATAWEAVER’s effectiveness and overall experience.

5.2. Results and Discussion

We analyzed responses using quantitative SUS scores and thematic
coding of study transcripts. Two authors independently coded the
transcripts using an open-coding approach to identify recurring
themes and insights on the authoring experience, core functionali-
ties, and areas for improvement. A third author examined the diary
study documents, identified new themes, and synthesized findings
from both studies to form the qualitative results.

Strongly Disagree Disagree Neutral Agree Strongly Agree

The data facts are relevant 75.0

The data facts are easy to navigate 71.2

The generated narratives are accurate 86.5

The generated narratives align with my intent 76.9

It helps me write data narratives faster 94.2

It helps me write data narratives easier 88.5

I have control over the narrative generated 88.5

The recommended visualizations are useful 78.8

The  workflow is intuitive and useful 90.4

Utility Response Distribution and Adjusted Score

I’m willing to use the system 82.7

The system is well integrated 82.7

The system is easy to use 84.6

The system is quick to learn 88.5

I’m confident in using system 82.7

SUS Positive Question Distribution and Adjusted Score

The system is unnecessarily complex 80.8

I need technical support to use it 84.6

There is too much inconsistency 94.2

The system is cumbersome to use 90.4

I need to learn a lot before using the system 86.5

SUS Negative Question Distribution and Adjusted Score

Figure 5: The charts depict questionnaire response distributions on
a 5-point Likert scale. The top chart presents results of nine utility
questions, while the bottom two display usability questions. White
lines and numerical values represent adjusted scores (out of 100),
calculated using the SUS algorithm [Bro96].

DATAWEAVER received an average SUS score of 85.77, plac-
ing the tool in the “excellent” usability range, with a system utility
score of 83.33 [Bro96,BKM09]. Figure 5 shows the distribution of
responses to the system utility and usability questions. Qualitative
feedback further supports this rating. DATAWEAVER’s ease of use,
efficiency in data narrative composition, and integrated framework
were repeatedly commended. P11 described DATAWEAVER as
“something that I could definitely see myself using in my job.” P8
expressed excitement about DATAWEAVER’s potential to address a
“major hurdle” and “open the doors to a lot of [non-data-experts]
getting a lot closer to data.” P7 noted that generating text based on
the selected data in the charts helped streamline the authoring pro-
cess: “It’s so time-consuming to write insights manually, and the
system does it for you, which is a huge time-saver” while P9 found
the overall workflow “buttery smooth”.

Beyond feedback on the overall effectiveness of DATAWEAVER,
the evaluation results revealed key insights into the tool’s frame-
work and core features, along with areas for improvement:

The integrated framework is powerful, intuitive, and unique but
can benefit from flexible interface layout options. Participants
appreciated the intuitive integrated, bidirectional framework of
DATAWEAVER, emphasizing that this functionality allowed for a
more seamless transition between data and narrative composition,
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as P7 remarked, “The ability to jump from text to visualization and
back again without losing context was really powerful.” P9 added,
“I loved how the system responded when I selected text–it immedi-
ately gave me a chart that matched the narrative, and that felt very
smooth.” P8 described this feature as “super powerful” and “really
unique.” Participants also noted that the flexibility to begin with
either direction significantly enhanced their creative process. For
instance, P4 mentioned, “I love that I can start with visualization
and create text, or start with text and get a chart. It’s really versatile
and fits the way I think.” This flexibility enables users to follow their
workflow naturally, whether starting with data or using the narrative
to guide analysis. Participants also emphasized DATAWEAVER’s
ability to integrate the fragmented authoring process; P12 noted,
“This is so much faster than what my current flow is,” referring
to the frequent switching between different tools. P2 concurred, “I
don’t need to switch tools for visualization and text–I can accom-
plish everything within a single tool.” While the integrated frame-
work showed promise, participants expressed diverse preferences
for interface layouts that aligned with their mental models. P7 ex-
pressed a strong preference for our flow-based canvas, stating, “I
really love this kind of node and link connection way of seeing it...
this is so fun.” P2 remarked that the combination of text and visual-
ization nodes allowed her to “iterate and refine the relationship be-
tween texts and visualizations.” Meanwhile, three participants (P1,
P9, P12) preferred a “side-by-side” or “left-to-right” layout to dis-
tinctly separate charts and text, preferably with the insight cart “in
between these two columns” [P9]. P5 advocated for a “notebook-
style” layout, allowing users to choose their preferred option.

Vis-to-text composition supports efficiency and reduces cognitive
workload but demands a more advanced mechanism for filtering
and selecting data facts. All participants appreciated the relevance
and utility of the generated facts. P1 noted, “I didn’t come across
any instance where the generated facts were inaccurate or out of
context. They were spot on, which is crucial for narrative integrity.”
P2 pointed out, “the data facts generated are very, very relevant
to what I selected.” Several participants (P7, P9, P13) highlighted
that the generated narratives anchored the storytelling process. P7
remarked, “The facts that were generated really guided me through
the process, and I felt like they gave me a clear direction to follow in
building my narrative.” However, the sheer volume of information
was overwhelming for some participants (P2, P6, P12) –“There’s
just so much going on... it’s hard to quickly find what’s impor-
tant without getting lost in all the details. [P6]” To address this is-
sue, participants suggested implementing filtering mechanisms that
would allow them to prioritize or refine the data facts based on spe-
cific needs. P12 noted, “It would be helpful to have a filter to nar-
row down the facts based on criteria like time ranges, categories,
or trends.” Another suggestion was the use of visual glyphs or other
non-textual indicators to help visually scan and identify important
trends or outliers without needing to read through all the text-based
facts. Additionally, P2 mentioned, “It would be great if the data
facts were grouped or tiered, so I could drill down from high-level
summaries to more detailed information.” This suggestion under-
scores the need for a more advanced hierarchical organization of
data facts, such as grouping by semantic level [LS22], complexity,
or role. This capability would complement DATAWEAVER’s cur-

rent management mechanism that categorizes data facts by types
and attributes and sorts them within lists based on significance.

Text-to-vis composition showed promise but also exhibited incon-
sistent performance due to data limitation. Participants acknowl-
edged the potential of the text-to-vis workflow. P3 noted that “the
recommended visualizations are useful in terms of helping me ex-
pand my narratives.” P5 regarded the chart generation feature as
“the most impressive one.” P13 concurred, describing “writing that
sentence and having it suggest visualization” as their “favorite fea-
ture.” Nevertheless, several participants (P3, P6, P11) encountered
challenges in generating meaningful visualizations from text, indi-
cating a limitation in the system’s ability to fully capture the user’s
narrative intent. P6 explained, “It’s not always clear what kind of
chart will be generated from the text... sometimes I expected a line
graph but got something completely different.” In response to that
disconnect, participants modified the narrative text to explicitly re-
quest a specific chart type or define the visual mapping. Moreover,
P11 felt the recommended visualizations “were kind of similar to
the charts that already existed.” Such inconsistent performance
pointed to a current limitation: DATAWEAVER is restricted to per-
forming basic data operations (e.g., filtering) on user-provided or
existing datasets. However, the specific charts some participants
expected (e.g., a line chart showing a movie director’s accumulated
gross) often exceeded the scope of the provided datasets or required
advanced data manipulation (e.g., data rollup).

Customization desired for generated visual and textual content.
Besides feedback on the core authoring features, participants high-
lighted the need for greater customization of the final presentation,
encompassing both visual and textual components. For visualiza-
tions, they emphasized the importance of flexibility in customiz-
ing appearance and formatting, such as color schemes, axis labels,
and chart types. P10 stated, “...customization options would be a
big thing for me.” Similarly, P11 remarked, “It would be really
useful to have more options to tweak the charts that get gener-
ated.”. Additionally, P9 attempted to convert a generated line chart
into a bar chart by typing in the text editor, suggesting the poten-
tial for a feature to customize charts using natural language com-
mands. For textual content, participants (P2, P4, P7, P12, P13)
praised DATAWEAVER’s ability to quickly adjust generated narra-
tives while maintaining their connection to data facts. Furthermore,
P8 suggested incorporating more customizable annotations to bet-
ter connect visual and textual components, such as overlaying the
text on corresponding visuals.

6. Limitations and Future Implications

The user evaluation reveals key limitations, highlighting areas for
improvement and broader applicability.

Further Expansion of the Callout Intent Taxonomy. We con-
sider the callout intent taxonomy for visualization a prelimi-
nary framework. While the taxonomy covers common chart types
and interactions, offering useful guidance for the development of
DATAWEAVER, it is not exhaustive. Future work could expand the
taxonomy along several dimensions. One apparent avenue is to in-
corporate a broader repertoire of chart types. We envision two con-
trasting approaches. For domain-specific visualizations, callout in-
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teractions and data facts could be tailored by leveraging conven-
tions and expertise. Alternatively, for dynamically generated visu-
alizations, such as those created with Tableau’s ShowMe [Sof24],
a more adaptable and sophisticated approach would be neces-
sary. Another direction could involve additional interaction modal-
ities [LSIS21], e.g., sketching [LLY∗24]. An advantage of alter-
native interaction modalities is that they do not interfere with in-
teractions used for other analytical tasks. Beyond designing novel
callout interactions, future work can explore multiple callout in-
teractions to further disambiguate callout intent, including com-
pounded callouts that combine multiple callouts in a single chart,
and chained callouts, which link callouts across connected charts.

Lowering Data Barriers for Text-first Authors. The study partic-
ipants underlined a significant limitation: supporting authors with
minimal data expertise in creating data-driven articles. The ‘text-
driven’ workflow, while reducing the expertise and effort required
to create charts, still requires authors’ familiarity with chart inter-
action and interpretation [FS23]. P6 noted that non-data-experts of-
ten “scout over the facts” during authoring and suggested providing
these facts along with their “correlation or causation” to the nar-
ratives. To further simplify this process, we propose extracting data
facts pertinent to a focused narrative. For instance, when an author
writes a narrative such as “Women have made significant strides
in achieving equal representation in the Olympics”, automatically
extracting relevant data facts, such as “In 1900, women made up
2.2% of Olympic athletes” and “The Paris Olympics achieved 50%
female participation” would assist ‘text-first’ authors in composing
data-driven stories. To mitigate potential confirmation bias during
this process, we advocate for a more balanced mechanism that in-
corporates both ‘supporting’ and ‘refuting’ data evidence.

Supporting More Sophisticated Chart Generation. We envi-
sion two directions to further enhance DATAWEAVER’s capabil-
ity to generate charts for storytelling. The first involves develop-
ing a more advanced data extraction mechanism that can dynam-
ically retrieve and integrate data [KP07] from multiple sources or
databases. The second focuses on developing a more robust model
capable of proficiently handling complex data manipulations to
meet the requirements of the visualization engine. Beyond visu-
alizations that aid data exploration, future research could also ex-
plore generating annotated charts [LLJ∗20] to accompany textual
data facts, providing ‘visual data facts’ to enrich the data story.

Opportunities and Risks in Expanding Narrative Generation.
Another key limitation of DATAWEAVER is its primary focus on
assembling together data facts while lacking support for higher-
level storylines. This constraint stems from our deliberate prompt
design, which restricts text composition to ‘accurate facts’ rather
than allowing LLMs to interpret data, thereby leaving interpreta-
tion to human authors. However, our user study revealed that while
data facts and descriptions serve as foundational building blocks,
adding context and high-level takeaways could enrich storytelling
by incorporating deeper semantic meaning and interpretation. Fu-
ture iterations could relax these restrictions, enabling more layered
narratives beyond data facts [LS22, BS24]. For instance, LLMs
could be employed to provide context for specific data facts or
generate interpretations based on a collection of data points. This
approach allows authors to tailor data storytelling for diverse audi-

ences and perspectives, such as low-level data facts for a technical
audience and high-level insights for C-level executives. However,
relying on LLMs for more creative tasks increases the risk of mis-
interpretation and bias. Future work should systematically examine
the trade-offs between leveraging LLMs for higher-order tasks and
mitigating their associated risks.

Support for Advanced Analysis and Presentation. While
DATAWEAVER concentrates on the dual composition of visualiza-
tion and text, enhancing its framework with advanced data anal-
ysis and presentation capabilities is crucial for more insightful
and compelling storytelling. We envision this integrated framework
as a strong foundation for human-AI collaboration in data story-
telling, offering flexible extensibility on both ends. For instance,
our flow-based architecture could enable more advanced visual
data exploration by connecting multiple visualizations and support-
ing interactions like brushing and linking, making DATAWEAVER

compatible with data analysis frameworks like VisFlow [YS17].
With enhanced data processing capabilities, callout interactions
could be employed to support vis-to-vis composition, i.e., inter-
acting with one chart and recommending others for deeper explo-
ration. Additionally, the auto-established vis-callout-text connec-
tions could be adapted to enable more presentation formats (e.g.,
video [SZZW24]) and potentially support more expressive chart
reconfigurations, such as animated unit visualizations [CECX23].

Reflection on Integrating LLMs in Data-driven Storytelling.
LLMs have the potential to bridge gaps in the multifaceted data
storytelling process. Yet, balancing human agency and creativity
with automation, efficiency, and accuracy remains both challenging
and crucial. We posit that decomposing the workflow into smaller
tasks and strategically delegating them is essential to leveraging
the complementary strengths effectively. Implementing such a tool
requires understanding the pain points and preferences of differ-
ent user groups (e.g., journalists vs. data analysts), along with a
more comprehensive empirical analysis of LLM performance and
the risks associated with various task assignments.

7. Conclusion

Creating cohesive, interactive data-driven stories is complex, re-
quiring the integration of visualizations and narrative compo-
nents. DATAWEAVER addresses these challenges by introducing a
framework that supports and integrates both visualization-to-text
and text-to-visualization compositions. The tool enables users to
ground their narratives in data facts derived from call-out interac-
tions, ensuring stronger alignment between the visualizations and
the resulting narrative. By offering both data-first and text-first
workflows, the tool provides flexibility for different authoring pref-
erences and supports various presentation formats, such as scrol-
lytelling. A user evaluation suggests that DATAWEAVER stream-
lines the data storytelling process while offering opportunities for
further refinement. The study also highlights a key tension in AI-
enabled data narratives: balancing the efficiency of automation with
the need for customization. Leveraging AI and computational algo-
rithms to enhance efficiency and reduce workload, while preserving
the user’s ability to control the narrative structure, tone, and depth
of insights could foster more meaningful data-driven stories that
faithfully reflect both the data and the author’s intent.
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